# APPENDIX IV OPTIMAL CONTROL THEORY 

This appendix provides a concise review of optimal control theory. Many economic problems require the use of optimal control theory. For example, optimization over time such as maximizations of utility over an individual's life time and of profit and social welfare of a country over time and optimization over space such as the ones analyzed in this book fit in its framework.

Although these problems may be solved by the conventional techniques such as Lagrange's method and nonlinear programming if we formulate the problems in discrete form by dividing time (or distance) into a finite number of intervals, continuous time (or space) models are usually more convenient and yield results which are more transparent. Optimization over continuous time, however, introduces some technical difficulties. In the continuous time model, the number of choice variables is no longer finite: since decisions may be taken at each instant of time, there is a continuously infinite number of choice variables. The rigorous treatment of optimization in an infinite-dimensional space requires the use of very advanced mathematics. Fortunately, once proven, the major results are quite simple, and analogous to those in the optimization in a finite-dimensional space.

There are three approaches in the optimal control theory: calculus of variations, the maximum principle and dynamic programming. Calculus of variations is the oldest among the three and treats only the interior solution. In applications, as it turned out, choice variables are often bounded, and may jump from one bound to the other in the interval considered. The maximum principle was developed to include such cases. Roughly speaking, calculus of variations and the maximum principle are derived by using some appropriate forms of differentiation in an infinite-dimensional space. Dynamic programming however, exploits the recursive nature of the problem. Many problems including those treated by calculus of variations and the maximum principle have the property that the optimal policy from any arbitrary time on depends only on the state of the system at that time and does not depend on the paths that the choice variables have taken up to that time. In such cases the maximum value of the objective function beyond time $t$ can be considered as a function of the state of the system at time $t$. This function is called the value function. The value function yields the value which the best possible performance from $t$ to the end of the interval achieves. The dynamic programming approach solves the optimization problem by first obtaining the value function. Although the maximum principle and dynamic programming yield the same results, where they can both be applied, dynamic programming is less general than the approach based on the maximum principle, since it requires differentiability of the value function.

We first try to facilitate an intuitive understanding of control theory in section 1 . In order to do so, a very simple control problem is formulated and the necessary conditions for the optimum are derived heuristically. Following the dynamic programming approach, Pontryagin's maximum principle is derived from the partial
differential equation of dynamic programming. As mentioned above, this approach is not the most general one, but it facilitates economic interpretation of the necessary conditions. In section 2 the results in section 1 are applied to an example taken from Chapter VII. Section 3 considers a more general form of the control problem (due to Bolza and Hestenes) and Hestenes' theorem, giving the necessary conditions for the optimum, is stated without proof. This theorem is general enough to include most problems that appear in this book. Finally, in section 4, Hestenes' theorem is used to solve the control problems in Chapter I.

## 1. A Simple Control Problem

Consider a dynamic process which starts at inital time $t_{0}$ and ends at terminal time $t_{1}$. Both $t_{0}$ and $t_{1}$ are taken as given in this section. For simplicity, the state of the system is described by only one variable, $x(t)$, called the state variable. In most economic problems the state variable is usually a stock, such as the amounts of capital equipments and inventories available at time $t$. In Chapters IV and V of our book the volume of traffic at a radius is a state variable.

The state of the system is influenced by the choice of control variables, $u_{1}(t), u_{2}(t), \ldots, u_{r}(t)$, which are summarized as the control vector,

$$
\begin{equation*}
u(t)=\left(u_{1}(t), u_{2}(t), \ldots, u_{r}(t)\right) . \tag{1.1}
\end{equation*}
$$

The control vector must lie inside a given subset of a Euclideanr-dimensional space, $U$ :

$$
\begin{equation*}
u(t) \in U, \quad t_{0} \leq t \leq t_{1}, \tag{1.2}
\end{equation*}
$$

where $U$ is assumed to be closed and unchanging. Note that control variables are chosen at each point of time. The rate of investment in capital equipment is one of the control variables in most models of capital accumulation; the rate of inventory investment is a variable in inventory adjustment models; and the population per unit distance is a control variable for the models in this book. An entire path of the control vector, $u(t), t_{0} \leq t \leq t_{1}$, is a vector-valued function $u(t)$ from the interval $\left[t_{0}, t_{1}\right]$ into the r -dimensional space and is simply called a control. A control is admissible if it satisfies the constraint (1.2) and some other regularity conditions which will be specified in section 3 .

The state variable moves according to the differential equation

$$
\begin{equation*}
\frac{d x}{d t}=\dot{x}(t)=f_{1}(x(t), u(t), t), \tag{1.3}
\end{equation*}
$$

where $f_{1}$ is assumed to be continuously differentiable. Notice that the function $f_{1}$, is not the same as $f_{0}$. In this section the initial state, $x\left(t_{0}\right)$, is given,

$$
\begin{equation*}
x\left(t_{0}\right)=x^{0}, \tag{1.4}
\end{equation*}
$$

where $x^{0}$ is some constant, but the terminal state, $x\left(t_{1}\right)$, is unrestricted. For example, the capital stock at initial time is fixed; the rate of change of the capital stock equals the rate of investment minus depreciation; and the capital stock at terminal time is not restricted.

The problem to be solved is that of maximizing the objective functional

$$
\begin{equation*}
J=\int_{t_{0}}^{t_{1}} f_{0}(x(t), u(t), t) d t+S_{0}\left(x\left(t_{1}\right), t_{1}\right) \tag{1.5}
\end{equation*}
$$

with respect to the control vector, $u(t), t_{0} \leq t \leq t_{1}$, subject to the constraints (1.2), (1.3), and (1.4), where $f_{0}$ and $S_{0}$, the functions which make up the objective functional are continuously differentiable. A functional is defined as a function of a function or functions, that is, a mapping from a space of functions to a space of numbers. In the investment decision problem for a firm, for example, $f_{0}(x(t), u(t), t) d t$ is the amount of profit earned in the time interval $[t, t+d t]$ and $S_{0}\left(x\left(t_{1}\right), t_{1}\right)$ is the scrap value of the amount of capital $x\left(t_{1}\right)$ at terminal time $t_{1}$.



The problem is illustrated in Figure 1. In Fig.la, a possible trajectory of the state variable with the initial value $x^{0}$ is depicted. If the trajectory of the control vector is specified for the entire time horizon $\left[t_{0}, t_{1}\right]$, the trajectory of the state variable is completely characterized. The value of the state variable at time $t$ and the choice of the control vector then jointly determine $f_{0}(x(t), u(t), t)$.

In Fig.1b we graph the part of the value of the objective functional which has been realized at any time $t$ for the particular trajectory of the control vector $f_{0}$, therefore, appears as the slope in Fig. 1b, while the value of the objective functional is the sum of the integral from $t_{0}$ to $t_{1}$, of $f_{0}$, and $S_{0}$, the scrap value at terminal time. Our problem is to obtain the trajectory of the control vector that maximizes the objective functional.

The major difficulty of this problem lies in the fact that an entire time path of the control vector must be chosen. This amounts to a continuously infinite number of control variables. In other words, what must be found is not just the optimal numbers but the optimal functions. The basic idea of control theory is to transform the problem of choosing the entire optimal path of control variables into the problem of finding the optimal values of control variables at each instant of time. In this way the problem of choosing an infinite number of variables is decomposed into an infinite number of more elementary problems each of which involves determining a finite number of variables.

The objective functional can be broken into three pieces for any time t - a past, a present and a future - :

$$
\begin{aligned}
J= & \int_{t_{0}}^{t} f_{0}\left(x(t)^{\prime}, u(t)^{\prime}, t^{\prime}\right) d t^{\prime} \\
& +\int_{t}^{t+\Delta t} f_{0}\left(x(t)^{\prime}, u(t)^{\prime}, t^{\prime}\right) d t^{\prime} \\
& +\int_{t+\Delta t}^{t_{1}} f_{0}\left(x(t)^{\prime}, u(t)^{\prime}, t^{\prime}\right) d t^{\prime}+S_{0}\left(x\left(t_{1}\right), t_{1}\right) .
\end{aligned}
$$

The decisions taken at any time have two effects. They directly affect the present term,

$$
\int_{t}^{t+\Delta t} f_{0}\left(x(t)^{\prime}, u(t)^{\prime}, t^{\prime}\right) d t^{\prime}
$$

by changing $f_{0}$. They also change $\dot{x}$, and hence the future path of $x(t)$, through $\dot{x}=f_{1}(x(t), u(t), t)$. The new path of $x(t)$ changes the future part of the functional. For example, if a firm increases investment at time $t$, the rate at which profits are earned at that time falls because the firm must pay for the investment. The investment, however, increases the amount of capital available in the future and therefore profits earned in the future. The firm must make investment decisions weighing these two effects. In general, the choice of the control variables at any instant of time must take into account both the instantaneous effect on the current earnings $f_{0} \Delta t$ and the indirect effect on the future earnings $\int_{t+\Delta t}^{t_{1}} f_{0} d t^{\prime}+S_{0}$ through a change in the state
variable. The transformation of the problem is accomplished if a simple way to represent these two effects is found.

This leads us to the concept of the value function, which might be used by a planner who wanted to recalculate the optimal policy at time $t$ after the dynamic process began. Consider the problem of maximizing

$$
\begin{equation*}
\int_{t}^{t_{1}} f_{0}\left(x\left(t^{\prime}\right), u\left(t^{\prime}\right), t^{\prime}\right) d t^{\prime}+S_{0}\left(x\left(t_{1}\right), t_{1}\right) \tag{1.6}
\end{equation*}
$$

when the state variable at time $t$ is $x ; x(t)=x$. The maximized value is then a function of $x$ and $t$ :

$$
\begin{equation*}
J^{*}(x, t) \tag{1.7}
\end{equation*}
$$

which is called the value function. The optimal value of the objective functional for the original problem (1.2)-(1.5) is

$$
\begin{equation*}
J^{*}\left(x^{*}(t), t\right)=J^{*}\left(x^{0}, t_{0}\right) . \tag{1.8}
\end{equation*}
$$

The usefulness of the value function must be obvious by now: it facilitates the characterization of the indirect effect through a change in the state variable by summarizing the maximum possible value of the objective functional from time $t$ on as a function of the state variable at time $t($ and $t)$.

The next step in the derivation of the necessary conditions for the optimum involves the celebrated Principle of Optimality due to Bellman. The principle exploits the fact that the value of the state variable at time $t$ captures all the necessary information for the decision making from time $t$ on: the paths of the control vector and the state variable up to time $t$ do not make any difference as long as the state variable at time $t$ is the same. This implies that if a planner recalculates the optimal policy at time $t$ given the optimal value of the state variable at that time, the new optimal policy coincides with the original optimal policy. Thus if $u^{*}(t), t_{0} \leq t \leq t_{1}$, is the optimal control for the original problem and $x^{*}(t), t_{0} \leq t \leq t_{1}$, the corresponding trajectory of the state variable, the value function satisfies

$$
\begin{equation*}
J^{*}=\int_{t}^{t_{1}} f_{0}\left(x^{*}\left(t^{\prime}\right), u^{*}\left(t^{\prime}\right), t^{\prime}\right) d t^{\prime}+S_{0}\left(x^{*}\left(t_{1}\right), t_{1}\right) . \tag{1.9}
\end{equation*}
$$

Applying the principle of optimality again, we can rewrite (1.9) as

$$
\begin{align*}
J^{*}\left(x^{*}(t), t\right)= & \int_{t}^{t+\Delta t} f_{0}\left(x^{*}\left(t^{\prime}\right), u^{*}\left(t^{\prime}\right), t^{\prime}\right) d t^{\prime}+\int_{t+\Delta t}^{t_{1}} f_{0}\left(x^{*}\left(t^{\prime}\right), u^{*}\left(t^{\prime}\right), t^{\prime}\right) d t^{\prime} \\
& +S_{0}\left(x^{*}\left(t_{1}\right), t_{1}\right)  \tag{1.10}\\
= & \int_{t}^{t \Delta t} f_{0}\left(x^{*}\left(t^{\prime}\right), u^{*}\left(t^{\prime}\right), t^{\prime}\right) d t^{\prime}+J^{*}\left(x^{*}(t+\Delta t), t+\Delta t\right),
\end{align*}
$$

for any $t$ and $t+\Delta t$ such that $t_{0} \leq t \leq t+\Delta t \leq t_{1}$. This construction allows us to
concentrate on the decisions in the short interval from $t$ to $t+\Delta t$ by summarizing the outcome in the remaining period in the value function, $J *(x *(t+\Delta t), t+\Delta t)$.

By the definition of the value function, any admissible control cannot do better than the value function if the initial state is the same. Consider the following special type of control, $u\left(t^{\prime}\right), t \leq t^{\prime} \leq t_{1}$ : the control is arbitrary between time $t$ and time $t+\Delta t$ and optimal in the remaining period given the state reached at time $t+\Delta t$. Then the corresponding value of the objective functional satisfies

$$
\begin{equation*}
J^{*}(x *(t), t) \geq \int_{t}^{t+\Delta t} f_{0}\left(x\left(t^{\prime}\right), u\left(t^{\prime}\right), t^{\prime}\right) d t^{\prime}+J^{*}(x(t+\Delta t), t+\Delta t) \tag{1.11}
\end{equation*}
$$

where $x\left(t^{\prime}\right), t \leq t^{\prime} \leq t_{1}$, is the state variable corresponding to the control $u\left(t^{\prime}\right)$ with the initial state $x(t)=x^{*}(t)$.

Combining (1.10) and (1.11) yields

$$
\begin{align*}
J *(x *(t), t)= & \int_{t}^{t+\Delta t} f_{0}\left(x *\left(t^{\prime}\right), u *\left(t^{\prime}\right), t^{\prime}\right) d t^{\prime}+J *(x *(t+\Delta t), t+\Delta t) \\
\geq & \int_{t}^{t+\Delta t} f_{0}\left(x\left(t^{\prime}\right), u\left(t^{\prime}\right), t^{\prime}\right) d t^{\prime}+J *(x(t+\Delta t), t+\Delta t) \\
& \text { for any } u\left(t^{\prime}\right) \in U, t \leq t^{\prime} \leq t+\Delta t \tag{1.12}
\end{align*}
$$

This shows that the optimal control in the interval $[t, t+\Delta t]$ maximizes the sum of the objective functional in the interval and the maximum possible value of the functional in the rest of the period $\left[t+\Delta t, t_{1}\right]$. If both sides of the inequality are differentiable, Taylor's expansion around $t$ yields ${ }^{1}$

1 The details of Taylor's expansion here are as follows. Taylor's theorem states that if $F(t)$ is differentiable at $t=a$, then

$$
F(t)=F(a)+(t-a) F(a)+o(t-a),
$$

where $\lim _{t-a \rightarrow 0} \frac{o(t-a)}{t-a}=0$. Noting that

$$
F_{0}(t+\Delta t) \equiv \int_{t}^{t+\Delta t} f_{0}\left(t^{\prime}\right) d t^{\prime}
$$

satisfies

$$
F_{0}^{\prime}(t)=f_{0}(t),
$$

we obtain

$$
\begin{aligned}
& \int_{t}^{t+\Delta t} \quad f_{0}\left(x^{*}\left(t^{\prime}\right), u^{*}\left(t^{\prime}\right), t^{\prime}\right) d t^{\prime}+J^{*}\left(x^{*}(t+\Delta t), t+\Delta t\right) \\
& =f_{0}\left(x^{*}(t), u^{*}(t), t\right) \Delta t+J^{*}\left(x^{*}(t), t\right) \\
& \quad+\left[\left(\partial J^{*}\left(x^{*}(t), t\right) / \partial x\right) \dot{x}^{*}(t)+\partial J^{*}\left(x^{*}(t), t\right) / \partial t\right] \Delta t+o(\Delta t),
\end{aligned}
$$

and

$$
\begin{aligned}
& -\left(\partial J^{*}\left(x^{*}(t), t\right) / \partial t\right) \Delta t \\
& =f_{0}\left(x^{*}(t), u^{*}(t), t\right) \Delta t+\left(\partial J^{*}\left(x^{*}(t), t\right) / \partial x\right) f_{1}\left(x^{*}(t), u^{*}(t), t\right) \Delta t+\ldots \\
& \geq f_{0}\left(x^{*}(t), u(t), t\right) \Delta t+\left(\partial J^{*}\left(x^{*}(t), t\right) / \partial x\right) f_{1}\left(x^{*}(t), u(t), t\right) \Delta t+\ldots,
\end{aligned}
$$

$$
\begin{equation*}
\text { for any } u(t) \in U, \tag{1.13}
\end{equation*}
$$

where ... represents higher order terms which become negligible as $\Delta t$ tends to zero, since they approach zero faster than $\Delta t$. Note that we used $x(t)=x^{*}(t)$, $\dot{x}(t)=f_{1}(x(t), u(t), t)$ and $\dot{x} *(t)=f_{1}\left(x^{*}(t), u^{*}(t), t\right)$.

Inequality (1.13) has a natural economic interpretation. For example, if a firm is contemplating the optimal capital accumulation policy, $f_{0}\left(x^{*}(t), u(t), t\right) \Delta t$, is approximately the amount of profits earned in the period $[t, t+\Delta t]$. $\partial J *(x *(t), t) / \partial x$ is the marginal value of capital, or the contribution of an additional unit of capital at time $t$; and $f_{1}\left(x^{*}(t), u(t), t\right) \Delta t=\dot{x}(t) \Delta t$ is approximately the amount of capital accumulated in period $[t, t+\Delta t]$. Thus $\left(\partial J^{*} / \partial x\right) f_{1} \Delta t$ represents the value of capital accumulated during the period. (1.13), therefore, shows that the optimal control vector maximizes the sum of the current profits and the value of increased capital.

Dividing (1.13) by At and taking limits as At approaches zero, we obtain

$$
\begin{align*}
& -\partial J *\left(x^{*}(t), t\right) / \partial t \\
& =f_{0}\left(x^{*}(t), u^{*}(t), t\right)+\left(\partial J^{*}\left(x^{*}(t), t\right) / \partial x\right) f_{1}\left(x^{*}(t), u^{*}(t), t\right) \\
& \geq f_{0}\left(x^{*}(t), u(t), t\right)+\left(\partial J^{*}\left(x^{*}(t), t\right) / \partial x\right) f_{1}\left(x^{*}(t), u(t), t\right) \\
& \quad \text { for any } u(t) \in U . \tag{1.14}
\end{align*}
$$

Thus the optimal control vector $u^{*}(t)$ maximizes

$$
\begin{equation*}
f_{0}\left(x^{*}(t), u, t\right)+\left(\partial J^{*}\left(x^{*}(t), t\right) / \partial x\right) f_{1}\left(x^{*}(t), u, t\right) \tag{1.15}
\end{equation*}
$$

at each instant of time, and we have finally transformed the problem of finding the optimal path to that of finding optimal numbers at each point in time. From the above discussion, it must be clear that (1.15) summarizes both the instantaneous effect and the indirect effect through a change in the state variable.
(1.14) can be rewritten as

$$
\begin{aligned}
& \int_{t}^{t+\Delta t} f_{0}\left(x\left(t^{\prime}\right), u\left(t^{\prime}\right), t^{\prime}\right) d t^{\prime}+J^{*}(x(t+\Delta t), t+\Delta t) \\
& =f_{0}(x(t), u(t), t) \Delta t+J^{*}(x(t), t) \\
& \quad+\left[\left(\partial J^{*}(x(t), t) / \partial x\right) \dot{x}(t)+\partial J^{*}(x(t), t) / \partial t\right] \Delta t+o(\Delta t) \\
& =f_{0}\left(x^{*}(t), u(t), t\right) \Delta t+J^{*}\left(x^{*}(t), t\right) \\
& \quad+\left[\left(\partial J^{*}\left(x^{*}(t), t\right) / \partial x\right) \dot{x}(t)+\partial J^{*}\left(x^{*}(t), t\right) / \partial t\right] \Delta t+o(\Delta t),
\end{aligned}
$$

where we used $x(t)=x^{*}(t)$. Substituting these two equations into (1.12) yields (1.13).

$$
\begin{equation*}
-\partial J * / \partial t=\max _{\{u \varepsilon U\}}\left[f_{0}(x *(t), u, t)+(\partial J * / \partial x) f_{1}\left(x^{*}(t), u, t\right)\right] . \tag{1.14'}
\end{equation*}
$$

This equation holds for any $x$, not just $x^{*}(t)$, and can be considered a partial differential equation of $J^{*}(x, t)$. It is called the partial differential equation of dynamic programming or Bellman's equation.

In the dynamic programming approach, the right side of (1.14') is maximized with respect to $u$, yielding the partial differential equation. The partial differential equation is then solved with the boundary conditions. At the initial time $t_{0}, x\left(t_{0}\right)=x^{0}$, while at the terminal time $t_{1}$, the value function satisfies

$$
\begin{equation*}
J^{*}\left(x\left(t_{1}\right), t_{1}\right)=S_{0}\left(x\left(t_{1}\right), t_{1}\right) \tag{1.16}
\end{equation*}
$$

for any $x\left(t_{1}\right)$. This equation is the terminal boundary condition associated with Bellman's equation. Since (1.16) holds for any $x\left(t_{1}\right)$, we have

$$
\begin{equation*}
\partial J^{*}\left(x\left(t_{1}\right), t_{1}\right) / \partial x=\partial S_{0}\left(x\left(t_{1}\right), t_{1}\right) / \partial x, \tag{1.17}
\end{equation*}
$$

which is called the transversality condition at time $t_{1}$.
One of the disadvantages of the dynamic programming approach is that the partial differential equation is usually hard to solve. Pontryagin's maximum principle, which can be immediately derived from the partial differential equation of dynamic programming, is often more useful for economic applications. Furthermore, the method of dynamic programming employs the Taylor expansion in (1.13), which requires that the value function be differentiable. There are many problems for which the value function is not differentiable everywhere. The maximum principle, however, can be proven using a different and more general method. In this section we derive the maximum principle from Bellman's equation, and in Section 3 we state a more general version of the maximum principle without proof.

To derive Pontryagin's maximum principle, we define the adjoint, or costate, or auxiliary, variable,

$$
\begin{equation*}
p(t)=\partial J^{*}\left(x^{*}(t), t\right) / \partial x, \tag{1.18}
\end{equation*}
$$

and rewrite (1.15) as the Hamiltonian,

$$
\begin{equation*}
H[x(t), u(t), t, p(t)]=f_{0}(x(t), u(t), t)+p(t) f_{1}(x(t), u(t), t) . \tag{1.19}
\end{equation*}
$$

(1.14') now reads: if $u^{*}(t)$ is the optimal control and $x^{*}(t)$ the associated path of the state variable, then there exists a $p(t)$ such that for any $t$

$$
\begin{equation*}
H\left[x *(t), u^{*}(t), t, p(t)\right]=\max _{\{u \in U\}} H\left[x^{*}(t), u, t, p(t)\right] \tag{1.20}
\end{equation*}
$$

Since $p(t)$ equals $\partial J * / \partial x$, the adjoint variable $p(t)$ is the marginal value of the state variable (if, for example, $x(t)$ is capital, $p(t)$ is the marginal value of
capital) and has the interpretation of the shadow price of $x(t)$.
(1.14') also contains information about the adjoint variable. We can rewrite (1.14') as the Hamilton-Jacobi equation:

$$
\begin{equation*}
-\partial J^{*} / \partial t=H\left(x^{*}, u^{*}, t, \partial J^{*} / \partial x\right) \tag{1.21}
\end{equation*}
$$

If the value function is twice differentiable, the derivative of (1.21) with respect to $x$ can be taken:

$$
\begin{equation*}
-\partial^{2} J^{*} / \partial x \partial t=\partial H / \partial x+(\partial H / \partial p) \partial^{2} J * / \partial x^{2} \tag{1.22}
\end{equation*}
$$

Differentiating (1.18) with respect to $t$, however, yields

$$
\begin{equation*}
\dot{p}=\left(\partial^{2} J^{*} / \partial x^{2}\right) \dot{x}^{*}+\partial^{2} J^{*} / \partial t \partial x . \tag{1.23}
\end{equation*}
$$

If we further assume twice continuous differentiability, the second order mixed partial derivatives are equal whatever the order of differentiation: $\partial^{2} J^{*} / \partial x \partial t=\partial^{2} J * / \partial t \partial x$. Since from (1.19) and (1.3) we have

$$
\begin{equation*}
\dot{x}^{*}=(\partial / \partial p) H\left(x^{*}, u^{*}, t, p\right), \tag{1.24}
\end{equation*}
$$

we can substitute (1.22) and (1.24) into (1.23) to get

$$
\begin{equation*}
-\dot{p}=(\partial / \partial x) H\left(x^{*}, u^{*}, t, p\right) \tag{1.25}
\end{equation*}
$$

Equation (1.25) is often called the adjoint equation and the pair, (1.24) and (1.25), is called the canonical equations of the maximum principle.

The transversality condition (1.17) gives the value of the adjoint variable at time $t_{1}$ :

$$
\begin{equation*}
p\left(t_{1}\right)=\partial S_{0}\left(x^{*}\left(t_{1}\right), t_{1}\right) / \partial x \tag{1.26}
\end{equation*}
$$

Finally, the time derivative of the Hamiltonian along the optimal path is

$$
\frac{d H}{d t}=\frac{\partial H}{\partial x} \dot{x}^{*}+\frac{\partial H}{\partial p} \dot{p}+\frac{\partial H}{\partial u} \dot{u}^{*}+\frac{\partial H}{\partial t} .
$$

From (1.24) and (1.25), the sum of the first two terms on the RHS is zero. The third term vanishes because either $\partial H / \partial u=0$ for an interior solution or $\dot{u}=0$ for a boundary solution.
Thus we have

$$
\begin{equation*}
\frac{d H}{d t}=\frac{\partial H}{\partial t} \tag{1.27}
\end{equation*}
$$

except when the control vector has a jump.
The maximum principle approach solves the ordinary differential equations (1.24)
and (1.25) with the boundary conditions $x\left(t_{0}\right)=x^{0}$ and (1.26). Since boundary conditions are given at two points, i.e., at initial time $t_{0}$ and terminal time $t_{1}$, this problem is called a two-point boundary value problem. The pair of ordinary differential equations are usually easier to solve than the partial differential equation of dynamic programming.

## 2. An Example: Optimal Growth of Cities

Consider the problem which was formulated in section 3 of Chapter VII: maximize

$$
\begin{equation*}
\int_{0}^{\infty}\left[U(c(t), P(t))-u^{*}\right] d t \tag{2.1}
\end{equation*}
$$

subject to the differential equation,

$$
\begin{equation*}
\dot{k}(t)=f(k(t), P(t))-\lambda k(t)-c(t), \tag{2.2}
\end{equation*}
$$

and the initial condition,

$$
\begin{equation*}
k(0)=k_{0}, \tag{2.3}
\end{equation*}
$$

where control variables are the per capita consumption of resources, $c(t)$, and the population of a city, $P(t)$; the state variable is the capital stock, $k(t) ; \lambda$ is the growth rate of the whole population; and $u^{*}$ is the utility level at the optimal steady state.

The fact that the terminal time is infinite causes some complications. We first solve the finite-horizon problem of maximizing

$$
\begin{equation*}
\int_{0}^{t_{1}}\left[U(c(t), P(t)-u *] d t+S_{0}\left(k\left(t_{1}\right), t_{1}\right)\right. \tag{2.4}
\end{equation*}
$$

subject to the same constraints.
The Hamiltonian for this problem is

$$
\begin{equation*}
H(k(t), c(t), P(t), t, q(t))=U(c(t), P(t))-u^{*}+q(t)[f(k(t), P(t)-\lambda k(t)-c(t)] \tag{2.5}
\end{equation*}
$$

where $q(t)$ is the adjoint variable associated with the differential equation (2.2). Discussions in the previous section show that $q(t)$ can be interpreted as the marginal value of capital.

According to (1.20), the Hamiltonian must be maximized with respect to the control variables, $c(t)$ and $P(t)$. Assuming an interior solution, we obtain

$$
\begin{gather*}
U_{c}(c(t), P(t)=q(t),  \tag{2.5}\\
U_{p}\left(c(t), P(t)=q(t) f_{P}(k(t), P(t)),\right. \tag{2.6}
\end{gather*}
$$

which are equations (VII.3.8a) and (VII.3.8b) in Chapter VII.
$q(t)$ satisfies the adjoint equation,

$$
\begin{equation*}
-\dot{q}(t)=\partial H / \partial k=q(t)\left[f_{k}(k(t), P(t))-\lambda\right] \tag{2.7}
\end{equation*}
$$

which is (VII.3.7).
The transversality condition at $t=t_{1}$ is

$$
\begin{equation*}
q\left(t_{1}\right)=\partial S_{0}\left(k\left(t_{1}\right), t_{1}\right) / \partial k \tag{2.8}
\end{equation*}
$$

In the case where the terminal time is infinite, a straightforward application of the transversality condition (1.26) would yield

$$
\lim _{t \rightarrow \infty} q(t)=0 .
$$

It can be shown, however, that this is not the correct trans versality condition. As shown in Chapter VII, the optimal path converges to the optimal steady state at which

$$
U(c, P)-u^{*}
$$

is maximized subject to the constraint,

$$
f(k, P)-\lambda k-c=0 .
$$

Denoting the values of variables at the optimal steady state by asterisks, we can write the transversality condition as

$$
\begin{equation*}
\lim _{t \rightarrow \infty} q(t) k(t)=q^{*} k^{*}, \tag{2.9}
\end{equation*}
$$

where $q^{*}=U_{c}\left(c^{*}, P^{*}\right)$.

## 3. The Maximum Principle: The Problem of Hestenes and Bolza

In this section the problem in section 1 is generalized in a number of respects. Differences from the problem in section 1 are as follows.
(i) The number of state variables is arbitrary.
(ii) Control parameters are added. Control parameters are choice variables which are restricted to be constant for any $t$.
(iii) The constraints on the control vector may depend on the state vector, control parameters, and time.
(iv) Isoperimetric constraints, or constraints involving integrals, are added.
(v) The initial time $t_{0}$ and the terminal time t , may be chosen by the choice of control parameters.
(vi) The initial state $x\left(t_{0}\right)$ and the terminal state $x\left(t_{1}\right)$ can also be chosen by the choice of control parameters.

The problem to be solved is that of maximizing the objective functional,

$$
\begin{equation*}
J=\int_{t_{0}}^{t_{1}} f_{0}(x(t), u(t), b, t) d t+S_{0}(b) \tag{3.1}
\end{equation*}
$$

subject to the constraints,

$$
\begin{array}{ll}
\dot{x}_{i}=f_{i}(x(t), u(t), b, t), & i=1,2, \ldots n ; \\
g_{j}(x(t), u(t), b, t) \geq 0, & j=1,2, \ldots m^{\prime} ; \\
g_{j}(x(t), u(t), b, t)=0, & j=m^{\prime}+1, m^{\prime}+2, \ldots m ; \\
\int_{t_{0}}^{t_{1}} h_{k}(x(t), u(t), b, t) d t+S_{k}(b) \geq 0, & k=1,2, \ldots, \ell^{\prime} ; \\
\int_{t_{0}}^{t_{1}} h_{k}(x(t), u(t), b, t) d t+S_{k}(b)=0, & k=\ell^{\prime}+1, \ell^{\prime}+2, \ldots, \ell ; \\
t_{0}=t_{0}(b) ; & i=1,2, \ldots n ; \\
t_{1}=t_{1}(b) ; & i=1,2, \ldots n
\end{array}
$$

$x(t)=\left(x_{1}(t), x_{2}(t), \ldots, x_{n}(t)\right)$ is the state vector; $u(t)=\left(u_{1}(t), u_{2}(t), \ldots, u_{r}(t)\right)$ is the control vector; $b=\left(b_{1}, b_{2}, \ldots, b_{q}\right)$ is the vector of control parameters; $(x(t), u(t), t)$ lies in a set $R_{0}$ in $(x, u, t)$ space; and $b$ lies in an open set $B$. The maximization is carried out with respect to the control vector and control parameters. $S_{0}, S_{k}, f_{0}$, $f_{i}, g_{j}, h_{k}, x_{i}^{0}, x_{i}^{1}, t_{0}$, and $t_{1}$, are all assumed to be continuously differentiable.

Now, define a set $A$ as the subset of $R_{0} \times B$ satisfying

$$
\begin{gathered}
g_{j}(x, u, b, t) \geq 0, \quad j=1,2, \ldots m^{\prime} \\
g_{j}(x, u, b, t)=0, \quad j=m^{\prime}+1, m^{\prime}+2, \ldots m
\end{gathered}
$$

The set $A$ is called the set of admissible elements.

The constraints are assumed to satisfy the condition that the matrix $G$, defined as

$$
G \equiv\left[\begin{array}{l}
\frac{\partial g_{1}}{\partial u_{1}}, \frac{\partial g_{1}}{\partial u_{2}}, \cdots, \frac{\partial g_{1}}{\partial u_{r}}, g_{1}, 0,0, \cdots, 0  \tag{3.3}\\
\frac{\partial g_{2}}{\partial u_{1}}, \frac{\partial g_{2}}{\partial u_{2}}, \cdots, \frac{\partial g_{2}}{\partial u_{r}}, 0, g_{2}, 0, \cdots, 0 \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
\frac{\partial g_{m}}{\partial u_{1}}, \frac{\partial g_{m}}{\partial u_{2}}, \cdots, \frac{\partial g_{m}}{\partial u_{r}}, 0,0,0, \cdots, g_{m}
\end{array}\right]
$$

has rank $m$. This condition is called the constraint qualification.
The necessary conditions for the maximization problem can be stated as the following Theorem, which is due to Hestenes (1965).

Theorem: Suppose the trajectory $\left\{\left(x^{*}(t), u^{*}(t), b^{*}\right): t_{0} \leq t \leq t_{1}\right\}$ maximizes (3.1) subject to the constraint (3.2) among the trajectories whose $x(t)$ is continuous, $u(t)$ piecewise continuous, (continuous except possibly for a finite number of discrete jumps), $(x(t), u(t), t) \in R_{0}$, and $b \in B$. Assume the constraint qualification (3.3) holds for any ( $x, u, b, t$ ) in the set of admissible elements, $A$. Then there exist multipliers;

$$
\begin{aligned}
& P=\left(P_{0}, P_{1}, \ldots, P_{n}\right), \\
& \lambda=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{m}\right), \\
& \mu=\left(\mu_{1}, \mu_{2}, \ldots, \mu_{l}\right),
\end{aligned}
$$

not vanishing simultaneously on $t_{0} \leq t \leq t_{1}$, and functions $H$ and $L$ where

$$
\begin{aligned}
& H(x(t), u(t), b, t, p(t), \mu) \\
& =p_{0} f_{0}(x(t), u(t), b, t)+\sum_{i=1}^{n} P_{i}(t) f_{i}(x(t), u(t), b, t)+\sum_{k=1}^{\ell} \mu_{k} h_{k}(x(t), u(t), b, t) \\
& L(x(t), u(t), b, t, p(t), \mu, \lambda(t)) \\
& =H(x(t), u(t), b, t, p(t), \mu)+\sum_{j=1}^{m} \lambda_{j}(t) g_{j}(x(t), u(t), b, t)
\end{aligned}
$$

such that the following relations hold;
(a) The multipliers $p_{0}, \mu_{k}, k=1,2, \ldots, \ell$, are constant, $p_{0} \geq 0$, and $\mu_{k} \geq 0, k=1,2, \ldots, \ell^{\prime}$, with

$$
\mu_{k}\left\{\int_{t_{0}}^{t_{1}} h_{k}\left(x^{*}(t), u^{*}(t), b^{*}, t\right) d t+S_{k}\left(b^{*}\right)\right\}=0, \quad \quad k=1,2, \ldots, \ell .
$$

(b) The multipliers $\lambda_{i}(t), j=1,2, \ldots, m$, are piecewise continuous and are continuous over each interval of continuity of $u^{*}(t)$. Moreover, for each $j=1,2, \ldots, m^{\prime}$, we have

$$
\lambda_{j}(t) \geq 0, \quad \lambda_{j}(t) g_{j}\left(x^{*}(t), u^{*}(t), b^{*}, t\right)=0 .
$$

(c) The multipliers $p_{i}(t), i=1,2, \ldots, n$, are continuous and have piecewise continuous derivatives. They satisfy the adjoint equations;

$$
-\dot{p}_{i}(t)=\left(\partial / \partial x_{i}\right) H\left(x^{*}(t), u^{*}(t), b^{*}, t, p(t), \mu\right), \quad i=1,2, \ldots, n
$$

(d) The maximum principle expressed in the inequality

$$
H\left(x^{*}(t), u^{*}(t), b^{*}, t, p(t), \mu\right) \geq H\left(x^{*}(t), u, b^{*}, t, p(t), \mu\right)
$$

holds for all $\left[x^{*}(t), u, b^{*}, t,\right] \in A$, which implies that

$$
(\partial / \partial u) L\left(x *(t), u^{*}(t), b^{*}, t, p(t), \mu, \lambda(t)\right)=0 .
$$

(e) The following transversality condition holds:

$$
\begin{aligned}
\int_{t_{0}}^{t_{1}} \frac{\partial L^{*}}{\partial b_{j}} d t= & -p_{0} \frac{\partial S_{0}}{\partial b_{j}}-\sum_{k=1}^{\ell} \mu \frac{\partial S_{k}}{k \partial b_{j}} \\
& +\left[-L^{*}\left(t_{1}\right) \frac{\partial t_{1}}{\partial b_{j}}+\sum_{i=1}^{n} p_{i}\left(t_{1}\right) \frac{\partial x_{i}^{1}}{\partial b_{j}}\right] \\
& -\left[-L^{*}\left(t_{0}\right) \frac{\partial t_{0}}{\partial b_{j}}+\sum_{i=1}^{n} p_{i}\left(t_{0}\right) \frac{\partial x_{i}}{\partial b_{j}}\right], \quad j=1,2, \ldots, q,
\end{aligned}
$$

where $L^{*}(t)=L\left(x^{*}(t), u^{*}(t), b^{*}, t, p(t), \mu, \lambda(t)\right)$.
(f) The function $L^{*}(t)$ is continuous on $t_{0} \leq t \leq t_{1}$, and

$$
(d / d t) L^{*}(t)=(\partial / \partial t) L\left(x^{*}(t), u^{*}(t), b^{*}, t, p(t), \mu, \lambda(t)\right)
$$

on each interval of continuity of $u^{*}(t)$.

The reason why these conditions are necessary for the optimum can be understood by considering the following Lagrangian in the integral form:

$$
\begin{aligned}
\Lambda= & P_{0}\left[\int_{t_{0}(b)}^{t_{1}(b)} f_{0}(x(t), u(t), b, t) d t+S_{0}(b)\right] \\
& +\int_{t_{0(b)}}^{t_{1}(b)}\left\{\sum_{i=1}^{n} p_{i}(t)\left[f_{i}(x(t), u(t), b, t)-\dot{x}_{i}(t)\right]\right. \\
& +\sum_{j=1}^{m} \lambda_{j}(t) g_{j}(x(t), u(t), b, t] d t \\
& +\sum_{k=1}^{l} \mu_{k}\left\{\left\{_{t_{0}(b)}^{t_{1}(b)} h_{k}(x(t), u(t), b, t) d t+S_{k}(b)\right\}\right. \\
& +\sum_{i=1}^{n} \gamma_{i}^{0}\left[x_{i}\left(t_{0}\right)-x_{i}^{0}(b)\right]+\sum_{i=1}^{n} \gamma_{i}^{1}\left[x_{i}\left(t_{1}\right)-x_{i}^{1}(b)\right] .
\end{aligned}
$$

Observing that integration by parts yields

$$
\begin{aligned}
\int_{t_{0}}^{t_{1}} P_{i}(t) \dot{x}_{i}(t) d t & =\int_{t_{0}}^{t_{1}} \dot{P}_{i}(t) \dot{x}_{i}(t) d t-\int_{t_{0}}^{t_{1}} \dot{P}_{i}(t) x_{i}(t) d t \\
& =P_{i}\left(t_{i}\right) x_{i}\left(t_{1}\right)-P_{i}\left(t_{0}\right) x_{i}\left(t_{0}\right)-\int_{t_{0}}^{t_{1}} \dot{P}_{i}(t) x_{i}(t) d t
\end{aligned}
$$

we can rewrite the Lagrangian as

$$
\begin{aligned}
\Lambda= & \int_{t_{0}(b)}^{t_{1}(b)}\left\{L(x(t), u(t), b, t, p(t), \mu, \lambda(t))+\sum_{i=1}^{n} \dot{P}_{i} x_{i}\right\} d t \\
& -\sum_{i=1}^{n} p_{i}\left(t_{1}\right) x_{i}\left(t_{1}\right)+\sum_{i=1}^{n} p_{i}\left(t_{0}\right) x_{i}\left(t_{0}\right) \\
& +p_{0} S_{0}(b)+\sum_{k=1}^{\ell} \mu_{k} S_{k}(b) \\
& +\sum_{i=1}^{n} \gamma_{i}^{0}\left[x_{i}\left(t_{0}\right)-x_{i}^{0}(b)\right]+\sum_{i=1}^{n} \gamma_{i}^{1}\left[x_{i}\left(t_{1}\right)-x_{i}^{1}(b)\right]
\end{aligned}
$$

By analogy to the usual method of Lagrange, this Lagrangian must be maximized, without constraints, with respect to $u(t), b, x(t), x\left(t_{0}\right)$ and $x\left(t_{1}\right)$. Maximization of the Lagrangian with respect to $u(t)$ between $t$ and $t+\Delta t$ is equivalent to maximization of

$$
L(x(t), u(t), b, t, p(t), \mu, \lambda(t)) \Delta t
$$

with respect to $u(t)$. This yields condition (d).
In the same way, maximization with respect to $x(t)$ yields the adjoint equations in (c). Maximization with respect to $x_{i}\left(t_{0}\right), x_{i}\left(t_{1}\right)$ and $b_{j}$ yields

$$
\begin{array}{rlr}
\frac{\partial \Lambda}{\partial x_{i}\left(t_{1}\right)}= & -p_{i}\left(t_{1}\right)+\lambda_{i}^{1}=0, & i=1,2, \ldots, n, \\
\frac{\partial \Lambda}{\partial x_{i}\left(t_{0}\right)} & =-p_{i}\left(t_{0}\right)+\gamma_{i}^{0}=0, & i=1,2, \ldots, n, \\
\frac{\partial \Lambda}{\partial b_{j}}= & p_{0} \frac{\partial S_{0}}{\partial b_{j}}+\sum_{k=1}^{l} \mu_{k} \frac{\partial S_{k}}{\partial b_{j}}+L\left(t_{1}\right) \frac{\partial t_{1}}{\partial b_{j}}-L\left(t_{0}\right) \frac{\partial t_{0}}{\partial b_{j}} & \\
& -\sum_{i=1}^{n} \gamma_{i}^{0} \frac{\partial x_{i}}{\partial b_{j}}-\sum_{i=1}^{n} \gamma_{i}^{1} \frac{\partial x_{i}^{1}}{\partial b_{j}}+\int_{t_{0}}^{t_{1}} \frac{\partial L}{\partial b_{j}} d t & j=1,2, \ldots, q . \\
= & 0 &
\end{array}
$$

Condition (e) can be obtained by combining these equations.
Condition (f) is a generalization of (1.27) to allow for time dependent constraints (3.2b,c).

The multiplier $p_{0}$ is added to include the so-called abnormal case in which $p_{0}=0$. If $p_{0}=0$, the same control is optimal for problems with any objective functionals so long as all the constraints are the same. Thus for abnormal problems the necessary conditions do not involve the objective functional, but are already specified by constraints. This happens, for example, when there is only one control trajectory that satisfies all the constraints. If constraints are

$$
\begin{aligned}
& x=u(t)^{2}, \\
& -1 \leq u(t) \leq 1, \quad t_{0} \leq t \leq t_{1,} \\
& x\left(t_{0}\right)=0, \\
& x\left(t_{1}\right)=0,
\end{aligned}
$$

then the only possible control trajectory is

$$
u(t)=0, \quad t_{0} \leq t \leq t_{1},
$$

and the optimal solution does not depend on the objective functional.
The reason why $p_{0}$ is zero in such a case can be seen by going back to the dynamic programming approach in section 1 . Since the control cannot be changed, it is also impossible to change the state trajectory. This means that it is prohibitively costly to change the state trajectory: $\partial J * / \partial x$ in (1.14') and hence $p(t)$ in (1.19) are infinite. Since $p_{0}$ was taken to be 1 in section 1 , this is equivalent to $p_{0}=0$ with $p_{i}, \quad i=1, \ldots, n$, finite in this section.

In this book, we assume that all the problems are normal, and normalize $p_{0}$ to be 1 .

The constraint qualification is assumed because the proof of the maximum principle considers perturbation of the control vector $u(t)$ such as

$$
\tilde{u}(t)=\left\{\begin{array}{cc}
v & \text { if } \tau-\varepsilon<t \leq \tau \\
u(t) & \text { for other values of } t \in\left[t_{0}, t_{1}\right]
\end{array}\right.
$$

for a small $\varepsilon$, and derives the necessary conditions from the property that at the optimum no perturbation can make the objective functional greater. If the constraint qualification is not satisfied, there exist no nontrivial perturbations that satisfy the constraints (3.2b) and (3.2c). For example, if there are two equality constraints:

$$
\begin{aligned}
& g_{1}\left(u_{1}, u_{2}\right)=0, \\
& g_{2}\left(u_{1}, u_{2}\right)=0,
\end{aligned}
$$

which are tangent only at a single point $u^{*}=\left(u_{1}{ }^{*}, u_{2}{ }^{*}\right)$ as in Figure 2, only one control vector satisfies the constraints and no perturbation is possible.


Figure 2. Constraint Qualification

In this case, the gradient vectors,

$$
\begin{aligned}
& \nabla g_{1}\left(u^{*}\right)=\left[\begin{array}{l}
\partial g_{1}\left(u^{*}\right) / \partial u_{1} \\
\partial g_{1}\left(u^{*}\right) / \partial u_{2}
\end{array}\right], \\
& \nabla g_{2}\left(u^{*}\right)=\left[\begin{array}{l}
\partial g_{2}\left(u^{*}\right) / \partial u_{1} \\
\partial g_{2}\left(u^{*}\right) / \partial u_{2}
\end{array}\right],
\end{aligned}
$$

are linearly dependent and the rank of the matrix,

$$
\begin{aligned}
G & =\left[\begin{array}{c}
\partial g_{1} / \partial u_{1}, \partial g_{1} / \partial u_{2}, g_{1}, 0 \\
\partial g_{2} / \partial u_{1}, \partial g_{2} / \partial u_{2}, 0, g_{2}
\end{array}\right] \\
& =\left[\begin{array}{c}
\partial g_{1} / \partial u_{1}, \partial g_{1} / \partial u_{2}, 0,0 \\
\partial g_{2} / \partial u_{1}, \partial g_{2} / \partial u_{2}, 0,0
\end{array}\right],
\end{aligned}
$$

is less than $m=2$.

## 4. Examples: Optimum Cities

Two optimum control problems formulated in Chapter 1 are solved in this section. Consider first the problem of maximizing the Benthamite social welfare function,

$$
\begin{equation*}
\int_{0}^{\bar{x}} u(z(x), h(x)) N(x) d x, \tag{4.1}
\end{equation*}
$$

subject to the resource constraint,

$$
\begin{equation*}
P w-\int_{0}^{\bar{x}}\left\{[z(x)+t(x)] N(x)+R_{a} \theta(x)\right\} d x=0 \tag{4.2}
\end{equation*}
$$

the population constraint,

$$
\begin{equation*}
\int_{0}^{\bar{x}} N(x) d x-p=0 \tag{4.3}
\end{equation*}
$$

and the land constraint,

$$
\begin{equation*}
\theta(x)=N(x) h(x), \quad 0 \leq x \leq \bar{x} . \tag{4.4}
\end{equation*}
$$

Control variables are the consumption of the consumer good, $z(x)$, the consumption of land for housing, $h(x)$, and the population density, $N(x)$. The edge of the city, $\bar{x}$, is a control parameter. There is no state variable in this problem because there is no constraint in the form of a differential equation.

The function $H$ in the previous section now reads

$$
\begin{aligned}
& H(z(x), h(x), N(x), x, \lambda, \delta, \gamma) \\
& =\lambda u(z(x), h(x)) N(x)-\delta\left\{[z(x)+t(x)] N(x)+R_{a} \theta(x)\right\}+\gamma N(x)
\end{aligned}
$$

The function $L$ is

$$
\begin{aligned}
& L(z(x), h(x), N(x), x, \lambda, \delta, \gamma, \mu(x)) \\
& =H+\mu(x)[\theta(x)-N(x) h(x)]
\end{aligned}
$$

and the Lagrangian $\Lambda$ is

$$
\Lambda=\int_{0}^{\bar{x}} L d x
$$

Assuming $\lambda>0$, we normalize $\lambda$. With $\lambda=1$, condition (d) yields

$$
\begin{aligned}
& \partial L / \partial z(x)=[\partial u / \partial z-\delta] N(x)=0 \\
& \partial L / \partial h(x)=[\partial u / \partial h-\mu] N(x)=0 \\
& \partial L / \partial N(x)=u(x)-\delta[z(x)+t(x)]-\mu(x) h(x)=0,
\end{aligned}
$$

which corresponds to (I.2.5a), (I.2.5b), and (I.2.5c).
From condition (e), we obtain the transversality condition,

$$
L^{*}(\bar{x})=u(z(\bar{x}), h(\bar{x})) N(\bar{x})-\delta\left\{[z(\bar{x})+t(\bar{x})] N(\bar{x})+R_{a} \theta(\bar{x})\right\}+\gamma N(\bar{x})=0,
$$

which corresponds to (I.2.5d).
Condition (f) implies

$$
d L^{*}(x) / d x=\mu(x) \theta^{\prime}(x) .
$$

Next, we impose the constraint that households receive equal utility:

$$
u=u(z(x), h(x)), \quad 0 \leq x \leq \bar{x},
$$

and maximize the sum of utilities,

$$
\int_{0}^{\bar{x}} u N(x) d x .
$$

Constraints, (4.2), (4.3), and (4.4), remain the same. In this case, $u$ is an additional control parameter. Define

$$
\begin{aligned}
& H(z(x), h(x), N(x), u, x, \lambda, \delta, \gamma) \\
& =\lambda u N(x)-\delta\left\{[z(x)+t(x)] N(x)+R_{a} \theta(x)\right\}+\gamma N(x) \\
& L(z(x), h(x), N(x), u, x, \lambda, \delta, \gamma, v(x), \mu(x)) \\
& =H+v(x)[u(z(x), h(x))-u]+\mu(x)[\theta(x)-N(x) h(x)] \\
& \Lambda=\int_{0}^{\bar{x}} L d x .
\end{aligned}
$$

Again, we normalize $\lambda$. Condition (d) becomes

$$
\partial L / \partial z(x)=-\delta N(x)+v(x) \partial u / \partial z=0
$$

$$
\begin{aligned}
& \partial L / \partial h(x)=v(x) \partial u / \partial h-\mu(x) N(x)=0 \\
& \partial L / \partial N(x)=u-\delta[z(x)+t(x)]-\mu(x) h(x)=0,
\end{aligned}
$$

which correspond to (I.2.22a), (I.2.22b), and (I.2.22c), respectively.
Condition (e) yields

$$
\begin{gathered}
L^{*}(\bar{x})=u N(\bar{x})-\delta\left\{[z(\bar{x})+t(\bar{x})] N(\bar{x})+R_{a} \theta(\bar{x})\right\}=0 \\
\int_{0}^{\bar{x}} N(x) d x-\int_{0}^{\bar{x}} v(x) d x=0,
\end{gathered}
$$

which correspond to (I.2.22d) and (I.2.22e) respectively.
Finally, condition (f) yields

$$
d L^{*}(x) / d x=\mu(x) \theta^{\prime}(x)
$$

## NOTES

Discussions in section 1 are greatly influenced by Dixit (1976), Dorfman (1969) and Intriligator (1971). For rigorous proofs of the maximum principle, see, for example, Fleming and Rishel (1975) and Lee and Markus (1967).

The Theorem in section 3 is taken from Hestenes (1965) Hestenes (1966) contains the theorem and its extensions.
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